
Networking 
1. How are the Cisco WS-C3850-24T Switches configured? 

• Stack 
• LAG 

 
2. How many connections are active on the following Switches?: 

• Cisco WS-C3850-24T 
 
3. What devices are connected to the following Switches?: 

• Cisco WS-C3850-24T 
o Port-channel 1 - ESX1 (G1/0/1 ESX1 NIC 2 & G2/0/1  ESX1 NIC 3).  Trunked. 
o Port-channel 2  - ESX2  (G1/0/2 ESX2 NIC 2 & G2/0/2 ESX2 NIC 3).  Trunked. 
o Port-channel 5 - Synology Rackstation (G1/0/21 RackStation-LAN1 & G2/0/21 

RackStation-LAN2) 
o Port-channel 6 - Uplink to 911-2960Xstack (G1/0/20 Uplink to 911-2960Xstack-G1/0/48 

& G2/0/20 Uplink to 911-2960Xstack-G2/0/48).  Trunked. 
o Port-channel 20 - Viper RSPAN (Gi1/0/13 Viper RSPAN & Gi2/0/13 Viper 

RSPAN).  Trunked. 
o Port-channel 128 - Uplink to 911 100D (Gi1/0/24 Uplink to 100D Port1 & Gi2/0/24 Uplink 

to 100D Port2).  Trunked.  Fortinet 100D firewall 
o ESX1 NIC 0 & 1 – 911 iSCSI Vlan 
o ESX2 NIC 0 & 1 – 911 iSCSI Vlan 
o EqualLogic EQ01 Management– 911 Server Vlan 
o EqualLogic EQ01 – Con ports – 911 iSCSI Vlan 
o Temperature Sensors 
o LANtronix incoming call data for Smart911 – 911 Server Vlan 
o Uplink to County network 8th Floor Core switch. 
o Uplink to County network Jury Core switch (blocked by Spanning-tree) 

 
4. Will either Site need PoE capabilities in the future? 

• 911 Access switches are PoE.  Two WS-C2960X-48FPD-L. 
 

5. What is the speed of the existing connection between both Sites? 
• VPN connection to 911 Bangor Twp Backup Operations Center 
• Backup Operations Center has Charter/Spectrum 60Mbps download by 5Mbps upload 

 
6. What optics are required to connect both Sites? 

• Both WS-C3850-24T switches have installed C3850-NM-2-10G modules 
Multimode 62.5 fiber from 911 to Bay County Jury room. 
Single mode fiber from 911 to Bay County Building 8th Floor Data Center. 

• No fiber is located at the 911 Bangor Township Backup Operations Center. 
 

7. What VLANs are used in the existing environment and what are their purposes? 
• Vlan250 - iSCSI 
• Vlan251 – vMotion 
• Vlan252 – vManage 
• Vlan253 - Servers 

Server 
1. Are there any existing VMware hosts at either site?  

• YES 
2. If yes, what VMware Version and build?  

• 5.5.0 Build 3252642 



3. If yes, are the Servers in 1 Cluster across sites or does each site have a separate Cluster? ·      
  
4. If yes, how is the vCenter Server configured?  

• They are separate, the main site is its own cluster, the DR site is just a single server attached to 
the SAN.  

5. Virtual or Physical?  
• Virtual  

6. Windows Server or VCSA?  
Windows server  

What is the Operating System version?  
• 2008 R2 
Does the vCenter Database point a local instance or to a remote instance of SQL?  
• Local 
What version of SQL is running on the local or remote instance?   
• SQL 2008 R2 
Will data need to be migrated from the existing VMware Hosts to the R630 Hosts?    
• The Virtual servers will be migrated using vmotion 
Do the existing Servers have any open PCIe slots or open ports on existing PCIe cards?   
• No ports available 

Power 
1. Are the PDU sockets at each site C-13 or NEMA 5-15?  

• Nema 5-15 
 

2. How may open sockets are available on each PDU in the rack at both locations?  
• We would require PDU's for each site. We would prefer metered PDU's and they will need to be 

Horizontal for standard rack. We require redundant power sources.  
 

3. What is the port density that is needed?  Is 10GB required for all ports?  
• Will we be using GBIC’s 

 
Other 
 
1. What is the port density that is needed.  Is 10GB required for all ports?  Will we be using GBIC’s?  

• We are asking for the vendor to provide us with their best recommendation for the architecture. 
The end result should be a system that is fault tolerant to power, network or server failure. 

 
2. VMware Management ports will not require 10GB. 
 
3. GBIC-There are currently 4 10Gbps GBIC slots and 4 1Gbps on the Cisco 3850 stack at the 911 main 

building. There are also 4 10GB GBIC slots available on the 2960X access switch stack at the 911 main 
building. The vendor should include all necessary hardware for their proposed system. 
 

4. Our current switches for the 911 main building are:   
• 2 stacked Cisco WS-C3850-24T each with a C3850-NM-2-10G network module and redundant 

power supplies. 
 

• 2 of the 1Gbps GBIC slots (1 on each 3850) are currently used to uplink to the County network. 
 

• 2 stacked Cisco WS-C2960X-48FPD-L access switches. 
 

• All GBIC slots are available 
 


